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Abstract

A spectral formalism has been developed for the “non-intrusive” analysis of parametric uncertainty in
reacting-flow systems. In comparison to conventional Monte Carlo analysis, this method quantifies the extent,
dependence, and propagation of uncertainty through the model system and allows the correlation of uncertainties
in specific parameters to the resulting uncertainty in detailed flame structure. For the homogeneous ignition
chemistry of a hydrogen oxidation mechanism in supercritical water, spectral projection enhances existing Monte
Carlo methods, adding detailed sensitivity information to uncertainty analysis and relating uncertainty propaga-
tion to reaction chemistry. For 1-D premixed flame calculations, the method quantifies the effect of each uncertain
parameter on total uncertainty and flame structure, and localizes the effects of specific parameters within the flame
itself. In both 0-D and 1-D examples, it is clear that known empirical uncertainties in model parameters may result
in large uncertainties in the final output. This has important consequences for the development and evaluation of
combustion models. This spectral formalism may be extended to multidimensional systems and can be used to
develop more efficient “intrusive” reformulations of the governing equations to build uncertainty analysis directly
into reacting flow simulations. © 2003 The Combustion Institute. All rights reserved.
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1. Introduction

Uncertainty quantification (UQ) in computational
predictions is useful from an engineering point of
view, where confidence intervals on predicted system
behavior are necessary for design and optimization of
engineering systems. It is also useful from a scientific
point of view, where model validation with respect to
experimental measurements requires careful mea-

sures of uncertainty in both experimental data and
computational predictions. In general, uncertainty in
computational results can be due to both model and
parametric uncertainty. The present work deals with
the latter, which is the easier of these two problems.
Specifically, we investigate the propagation of uncer-
tainty from the model parameters to simulation out-
puts in the context of low Mach number reacting flow
modeling, with a focus on supercritical water oxida-
tion (SCWO).

Supercritical water oxidation has been identified
as a novel means of treating a wide array of dilute
aqueous wastes [1]. At the typical operating condi-
tions of 450 to 600°C and 250 to 280 bar, free-radical
oxidation reactions proceed rapidly and completely.
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The design of the SCWO process requires the devel-
opment of appropriate combustion chemistry models.
Sources of parametric uncertainty in these models
include experimentally-determined reaction rate con-
stants, thermodynamic properties, and transport prop-
erties.

In general, the propagation of parametric uncer-
tainty can be studied using Monte Carlo (MC) sim-
ulations, with appropriate choices of model parame-
ters over their ranges of uncertainty. However, this
approach does not readily provide information about
the sensitivity of model outputs to specific parametric
uncertainties. An alternative approach is discussed
here, based on a spectral stochastic description of
uncertain parameters and field quantities. This spec-
tral description makes use of polynomial chaos (PC)
expansions [2–8]. Given MC sampling of the sto-
chastic parameters, the corresponding solutions of
the deterministic system are evaluated and projected
onto the PC basis to compute the spectral mode
coefficients. These coefficients are then used to con-
struct probability density functions (PDFs) of the
solution, to infer sensitivity to various model param-
eters, and to highlight the dominant sources of un-
certainty.

This non-intrusive spectral projection (NISP) ap-
proach, which is based on [9], has the advantage of
being applicable to legacy codes, which are run with
varying parameters to compute the statistics and
spectral mode values. It is important to note that,
while NISP provides sensitivity information, it actu-
ally goes well beyond sensitivity analysis in that it
propagates the full probabilistic representation of the
model inputs to the model outputs. Moreover, the
NISP-evaluated dependencies are related to the spe-
cific uncertainty in a given parameter, while sensitiv-
ity analysis compares equal parametric perturbations.
Further, depending on the chosen order of the PC
expansion, NISP also provides higher-order sensitiv-
ity information. Higher-order effects are not lumped
into a single coefficient, but are considered indepen-
dently and in terms of parameter-parameter interac-
tions. The result is a complete PC representation of a
complex system response behavior that can be used
to generate PDFs of model output in terms of the
selected PDFs of model inputs.

Other UQ methods are available, and for certain
problems may have efficiency advantages. The deter-
ministic equivalent modeling method (DEMM) [10]
is a probabilistic collocation method that generates a
PC expansion of model outputs for systems with
well-behaved response functions. It limits sampling
to a subset of the roots of the next-higher order
polynomial chaoses. The stochastic response surface
method (SRSM) [11] expands sampling by using
regression to generate coefficients from a complete

set of higher-order roots. Both of these methods give
good agreement with Monte Carlo for the estimation
of output PDFs, and also fit the probabilistic response
function to a set of PC coefficients. However, it is not
clear that limiting sampling to the partial or full set of
polynomial roots can adequately sample the neces-
sary range of stochastic space, particularly for sys-
tems with strongly non-Gaussian responses.

A final comparison should be made with the “in-
trusive” spectral/pseudospectral methodologies. If it
is possible to reformulate the governing equations for
a particular problem, numerical efficiency can be
gained by creating a purpose-built spectral/
pseudospectral code. Each quantity can be repre-
sented by a PC expansion, as discussed above. These
expansions are substituted into the set of governing
equations using a Galerkin approach that takes ad-
vantage of the orthogonality of the Hermite polyno-
mials. The result is a system of equations that can be
solved simultaneously to provide both mean values
and stochastic information [12,13]. Such a reformu-
lation may not be practical with existing complex
codes, and therefore a non-intrusive approach may be
the most practical way to approach the problem. In
this study, we apply the NISP approach to an existing
software package, PREMIX [15,16], to demonstrate
the utility of a non-intrusive analysis.

In the present work we apply the NISP procedure
to two model problems. The first is a homogeneous
ignition, a problem where uncertainty propagation
has been studied previously by Phenix et al. [10]. The
deterministic solver used for modeling ignition uses
DVODE [14] for stiff integration of the species equa-
tions under constant temperature and pressure condi-
tions. The second is a steady one-dimensional (1-D)
premixed hydrogen-oxygen freely-propagating flame
at SCWO conditions, computed with the Chemkin
PREMIX code. In both instances, we examine the
mean and statistics of the solution and evaluate the
corresponding spectral PC-modes, given known un-
certainties in reaction rate constants and thermody-
namic properties of the model based on [10]. We
arrive at broad measures of confidence in model
predictions, focusing on detailed chemistry. We also
identify dominant sources of uncertainty in computed
species concentrations, and highlight specific model
parameters where reduction of uncertainty via addi-
tional experimental measurements can most effec-
tively improve confidence in model predictions.

2. Formulation

The formulation and numerical implementations
of the deterministic solvers used for both the ignition
and 1-D flame problems are well documented in the
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literature [14–16]. We will focus instead on the de-
scription of the NISP model.

As mentioned above, we focus on parametric un-
certainty. We represent each uncertain model param-
eter as a stochastic quantity with known probability
density function (PDF). Let an uncertain parameter �
be empirically given by

� � �� � �̂. (1)

where �� is the mean and �̂ defines the range of
uncertainty.

Then, with no additional information, we assume
that � is sampled from a Gaussian PDF with a mean
�0 and a standard deviation �1 consistent with Eq.
(1). Further, if we let � be a normalized Gaussian
random variable with zero mean and unit variance we
can express � as

� � �0 � ��1 (2)

If, on the other hand, additional physical constraints
are in effect, e.g. when � is a pre-exponential Arrhe-
nius rate constant that is strictly positive, then a
lognormal PDF is more suitable. In this case, as
discussed in [17,18], � can be expanded in powers of
�, with the necessary order dictated by the skewness
of the distribution.

For a general prescribed PDF of �, we can repre-
sent � using the PC expansion

� � �
k�0

P

�k�k. (3)

where the �k’s are orthogonal Hermite polynomial
functions of � [8], thus

�k � �
1 for k � 0
� for k � 1

�2 � 1 for k � 2
· · ·

(4)

and the �k’s are the known spectral mode strengths of
the PC expansion for �. Note that other functional
representations, such as Legendre polynomials, can
be used for the �k’s depending on the nature of the
PDFs being considered. In the present context of
Gaussian or lognormal PDFs, the Hermite basis is
preferred.

More generally, for N uncertain parameters, each
parameter introduces a stochastic dimension �, such
that, with � � {�1, �2, . . . , �N},

�k � �k�� � � �k��1, �2, . . . , �N�,

k � 0, . . . , P. (5)

Up to second order, these polynomials are given by:

�k � �
1 for k � 0
�k for k � 1 . . . N
�m�n � �nm for k � N � 1 . . . P;

m � 1 . . . N;
n � 1 . . . N

(6)

They are orthogonal with respect to an inner product,

��i�j� � � · · · � �i�� �

�j�� � g��1�· · · g��N�d�1· · · d�N (7)

where

g��� �
e��2/ 2

�2	
(8)

is a Gaussian measure, and,

��i� � 0, ��i�j� � 0, i 
 j, i � 0, j � 0

(9)

The angle brackets denote the expected value, over
the � space. Using this orthogonality, it is easy to
show, starting with the PC expansion for a general
parameter � in Eq. (3) above, multiplying both sides
by �i and taking expectations, that

�i �
���i�

��i
2�

, i � 0, . . . , P (10)

Further, the model solution u can also be represented
using the PC expansion, according to:

u� x, t� � �
k�0

P

uk� x, t��k (11)

where the uk’s are the unknown spectral modes of u,
analogous to the known spectral modes of �. Again,
given the orthogonality of the �k’s, the uk’s are
given by

uk �
�u�k�

��k
2�

, k � 0, . . . , P (12)

The above spectral formulation for parameters and
field variables has been used [12] to arrive at refor-
mulated governing equations for the spectral modes
uk. Solving for the spatiotemporal evolution of these
modes allows the reconstruction of the evolution of
u( x, t) per Eq. (11). On the other hand, this spectral
approach requires extensive and specific recoding of
an existing numerical code. This can be difficult, and
sometimes impractical. An alternative approach fo-
cuses on using realizations of the computed deter-
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ministic solution to evaluate the expectations in Eq.
(12), thereby reconstructing the PC expansion of u.
This non-intrusive spectral projection (NISP) proce-
dure is used in the present work.

The NISP procedure involves the following steps:

1. Define PDFs for the model parameters, using
known distributions or assuming normal, log-
normal, or other general forms.

2. Determine the corresponding spectral PC ex-
pansion for each of the parameters.

3. Sample the vector of Gaussians � � {�1,
�2, . . . , �N}, and use it to evaluate �k for k �
0, . . . , P and the corresponding realizations
of the vector of parameters {�1, �2, . . . , �N},
given the determined PC expansions of those
parameters.

4. For each realization of the parameters, solve
the deterministic problem and compute the
corresponding realization of the solution u.

5. Evaluate the above expectations specified in
Eq. (12), over a sufficiently large number of
samples and find the spectral coefficients uk of
the solution. Thus, for M sample realizations,
the modes are found by

uk �

�
m�1

M

�u�m��k�m

�
m�1

M

	��k�m
2

, k � 0, . . . , P (13)

where �m denotes the m-th realization.

In this study, the above NISP analysis of simula-
tion results is performed using the DAKOTA toolkit
[19,20] using Latin-Hypercube sampling [21] (LHS)
for normal random variables. Convergence of the
sampling is tracked by examining the maximum stan-
dard deviation, calculated directly from the evolving
PC expansion. Each LH sample provides a vector of
normal random variables �i. These are used to
sample from lognormal distributions of the Arrhe-
nius pre-exponential rate constants for the forward
reaction rates kf, and Gaussian distributions of the
enthalpies of formation �Hf

o of the species. The
reverse reaction rates are related to the inverse
equilibrium constant, which is also log-normally
distributed due to its exponential dependence on
the Gibbs free energies and therefore the enthalpies
of formation [10].

In terms of computational cost, Monte Carlo
methods, by design, require many iterations. For the
0-D ignition chemistry, we could perform approxi-
mately 125 realizations per hour on a single-proces-
sor Pentium III workstation. For 1-D flames, using

the existing Chemkin PREMIX codes, 20 realizations
per hour could be expected. For typical runs of
10,000–30,000 samples, this clearly requires consid-
erable computing time. However, the non-intrusive
nature of the method described above lends itself to
simple parallel distribution of the computing load.
Individual machines can process a subset of the sam-
ples, using a consistent set of sampling points, and
the actual statistics can be compiled through post-
processing. The use of multiple independent ma-
chines allowed the most intensive calculations to be
performed within a reasonable timeframe.

Analysis of the results uses the spectral modes to
infer both uncertainty and sensitivity information. To
first order in �, neglecting second and higher-order
terms, we have

�u

��k
� uk (14)

such that the amplitude and sign of a spectral mode is
a measure of the influence of the associated param-
eter on the solution. If identical distributions are
assumed for the parameters, this gives a result similar
to conventional sensitivity analysis. Note that this
sensitivity information ignores the full non-linear
coupling of associated species and temperature vari-
ations in the system. When comparing flame solu-
tions resulting from different values of the Arrhenius
rate constant Ak, the net change in the rate of
progress of reaction k is not simply due to the change
in Ak, but also due to the associated changes in all
species concentrations and temperature. These effects
can be quite significant as will be observed below.

3. Results

3.1. 0-D integration of the chemistry

In the previous study by Phenix et al. [10], the
DEMM was used with Monte Carlo to propagate
uncertainty in supercritical-water oxidation. Using
sensitivity analysis, the study developed a reduced
variant of the hydrogen oxidation mechanism of Yet-
ter [22] that had proven useful in earlier SCWO
modeling studies [23]. This mechanism is given in
Table 1. To account for experimental uncertainty,
uncertainty in the adaptation of the mechanism to
SCWO conditions, and limited stable-species mix-
ture data in supercritical water, each forward rate
constant, kf, was represented by a log-normal prob-
ability distribution. The distributions were parame-
terized via a median value and a multiplicative un-
certainty factor, UF, giving upper and lower bounds
for each kf, j:
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Median�kf, j�  UF (15)

Median�kf, j� � UF (16)

Uncertainty factors used in this analysis and the Phe-
nix study are listed in Table 1. The standard-state
enthalpies of formation were modeled as Gaussian
distributions, with mean values and standard devia-
tions given in Table 2.

In the DEMM analysis, the response functions
were represented as PDFs to estimate the effect of
uncertain input parameters. Our NISP analysis also
represents the responses in terms of PDFs, but with
greatly enhanced sampling of phase space. Since
DEMM selects collocation points only from the roots
of the next-highest Hermite polynomial, it is not clear
that such limited sampling will be effective for all
systems, particularly those with larger high-order de-
pendencies. Our analysis also uses the coefficients of
the polynomial chaos expansion to characterize the
detailed dependencies of each response on each un-
certain input parameter.

For this study, we repeated the analysis using
NISP techniques and second-order PC expansions.
Using the DVODE solver, we integrated the ODE
system over a 10s time interval. The vector of ran-
dom variables �i was used to sample from the reac-
tion rate and enthalpy distributions for 30,000 inde-
pendent realizations. Each set of sampled parameters
was used to integrate the species conservation equa-

tions and to generate profiles of concentration vs.
time for each species. The mean and standard devi-
ation for each species concentration was computed,
and the concentration profiles were projected onto the
PC basis to calculate the deterministic coefficients,
uk( j, t), as functions of species j and time t. The
system was integrated at constant T � 823 K and
P � 246 bar, with initial concentrations of cH2

�
0.481 � 10�3mol/cm3, cO2

� 0.243 � 10�3mol/cm3,
and cH2O

� 0.999 mol/cm3. While it is also possible
to integrate the system with stochastic initial condi-
tions, the present study focuses on uncertainty in
reaction rate pre-exponential factors and enthalpies
of formation. As such, the statistics and PC mode
values evaluated herein necessarily correspond to the
above deterministic initial conditions. In the follow-
ing, spectral mode numbering proceeds from 1 to 8
by reaction number for the pre-exponential rate con-
stants in Table 1, and from 9 to 13 for species H, OH,
HO2, H2O2, and H2O, respectively for the enthalpies
of formation in Table 2. Higher-order modes reflect
multi-species interaction, as derived from Eq. (6).
Species H2 and O2 have identically zero enthalpies of
formation.

Fig. 1 shows the evolution of OH radical concen-
tration (cOH) vs. time for the reduced chemical sys-
tem. Upper and lower bounds designate cOH  � as
calculated directly from the MC statistics during the
NISP production run. This profile outlines the total
uncertainty generated by the estimated parametric
uncertainty, with 2� approaching the magnitude of
the mean. The results of Phenix et al. [10] showed
similar levels of uncertainty for various species, with
variations of 70 to 180% from median concentra-
tions. The standard deviation can also be calculated
directly from the existing PC coefficients by the sum-
mation:

�2 � �
k�1

P

uk
2 � �k

2 � (17)

Table 1
Reduced hydrogen oxidation mechanism with estimated multiplicative uncertainty factors [10], k � ATnexp(�Ea/RT)
with units of cm3, mol, s, and K.

Reaction A n Ea/R UF

1. OH � H 7 H2O 1.620E � 14 0 75 3.16
2. H2 � OH 7 H2O � H 1.024E � 08 1.6 1660 1.26
3. H � O2 7 HO2 1.481E � 12 0.6 0 1.58
4. HO2 � HO2 7 H2O2 � O2 1.867E � 12 0 775 1.41
5. H2O2 � OH 7 H2O � HO2 7.829E � 12 0 670 1.58
6. H2O2 � H 7 HO2 � H2 1.686E � 12 0 1890 2.00
7. H2O2 7 OH � OH 3.0000E � 14 0 24400 3.16
8. OH � HO2 7 H2O � O2 2.891E � 13 0 �250 3.16

Table 2
Mean values and standard deviations of the species
standard-state heats of formation �Hf

o [10].

Species �0 2�

H 52.10 0.01 kcal/mol
OH 9.3 0.02
H2O �57.80 0.01
H2O2 �32.53 0.07
HO2 3.0 0.5
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which produces a similar numerical result for stan-
dard deviation as the direct evaluation from the MC
statistics. For our system with 13 uncertain parame-
ters (eight reaction pre-exponentials and five enthal-
pies of formation) and second-order PC expansions,
P � 105 modes.

The time-evolution of the first-order (�k � �k)
spectral modes in the PC-expansion for cOH is shown
in Fig. 2. These modes correspond to the propagation
of uncertainties in the Arrhenius pre-exponential
terms Ak of the forward reaction rates kf,k. It is
evident that uncertainties in the pre-exponential rate
constants of reactions 5, 7, and 8 dominate the ex-
pansion and therefore dominate the generation of the
total uncertainty in cOH. This is consistent with the

results of Phenix et al. [10], who identified Rn.7 as
dominant for the 0-D evolution of the H2 consump-
tion, although the study did not directly address un-
certainty in the concentrations of intermediates. We
find Rn.7 to be the dominant OH production channel
during the ignition process, while Rn.2 is the domi-
nant OH consumption channel. An increase in A7

might then be expected to increase OH production
and therefore OH concentration, which is indeed ob-
served in Fig. 2 and in the time evolution of cOH. As
for Rn.5, its net progress at the unperturbed param-
eter values is in the reverse direction, thus producing
OH, albeit at a relatively small rate. Thus, an increase
in A5 might be expected to lead to an increase in the
forward rate of Rn.5, lower OH production and less
OH. In fact, we find that increasing A5, and the
associated changes in species production rates and
concentrations, leads to stronger net forward rates of
Rns. 2, 3, 4, and 7 in the first 1/2-ms of the ignition
process. This leads to a faster OH production rate at
early time, and increased overall OH concentration,
which is shown by the indicated evolution of u5 in
Fig. 2. Note that the net effect on the rate of progress
of Rn.5 is a stronger reversal, contributing to the
increased rate of OH production. In a similar way, the
negative influence of u8 can be explained based on
the overall resultant changes to the reaction network
at the larger/smaller A8.

It is noteworthy that uncertainties in parameters of
Rns. 5 and 8, both somewhat insignificant OH chan-
nels, have such a significant impact on the system and
lead to large contributions to the total uncertainty in
OH prediction. By propagating actual uncertainty
values, rather than simply perturbing parameters to
gage sensitivity, we can see how both the influence of
a given reaction and the uncertainties associated with
reaction rates combine to create a net uncertainty in
simulation results. The spectral decomposition not
only shows sensitivity information, but also indicates
where a given uncertain parameter holds the most
influence. In Fig. 2, Rn.7 provides the greatest con-
tribution to uncertainty at t � 1 s, with Rn.8 domi-
nating at longer times. Furthermore, the relative de-
pendence of Rns. 5 and 7, and consequently their
relative contribution to uncertainty propagation,
changes with time as the concentration of OH in-
creases.

Fig. 3 gives mode strengths for u9 through u13,
which represent the first-order variation of cOH(t)
due to uncertainty in the standard-state enthalpies of
formation. The importance of �Hf,HO2

o to the total
uncertainty is highlighted, in agreement with the ob-
servations of Phenix et al. [10]. We also see a sig-
nificant negative dependence on �Hf,OH

o , a parameter
on which the equilibrium for Rns. 1, 2, 5, 7, and 8
depend.

Fig. 1. OH concentration vs. time for 0-D integration of
SCWO hydrogen chemistry. The � bounds are calculated
directly from the PC expansion.

Fig. 2. Spectral decomposition of OH concentration profile
for 0-D integration, highlighting the PC coefficients for
modes 5, 7, and 8 in units of concentration. These modes
represent first-order contribution to the total uncertainty
from uncertainty in the corresponding forward reaction
rates.
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In this study, the second-order modes u14 to u105,
reflecting both higher-order dependence on specific
parameters as well as coupling between parameters,
are approximately an order of magnitude smaller than
first-order mode (�2.0 � 10�14). However, the large
number of these modes makes their aggregate con-
tribution to the uncertainty quite significant (up to
50%). Also, for systems with strongly non-Gaussian
response behavior, higher-order expansions may be-
come necessary to represent skewed or highly-asym-
metrical PDFs. For this particular problem, it is for-
tuitous that the response functions are well-behaved
and can be accurately represented as moderately-
skewed Gaussians using second-order PC expan-
sions. This will certainly not be the case for many
systems of interest, therefore higher-order analysis
and more extensive sampling would be required.
NISP allows an arbitrarily high order and large num-
ber of samples as computation resources allow.

3.2. 1-D premixed flame simulations

We next extend the NISP technique to the analy-
sis of a 1-D hydrogen flame. We use as our model the
Chemkin PREMIX package with SCWO inlet con-
ditions at T � 823 K, P � 246 bar and a stoicho-
metric fuel mixture. For this system, the MC integra-
tion used 22,000 LH samples from the log-normal
and Gaussian distributions for the eight reaction rates
and five enthalpies of formation to generate PREMIX
input parameters. Convergence was measured by
tracking the maximum standard deviation computed
directly from the evolving PC expansion. Each flame
was normalized to a standard x-coordinate system by
matching the point at which the concentration of H2

has reached 10% of total consumption.

In Fig. 4, the mass fraction of OH, YOH( x), is
plotted vs. position. Upper and lower bounds of YOH,
YOH( x)  � are given, calculated directly from the
PC expansion. The uncertainty due to the model
parameters grows over x, with peak values occurring
inside the primary flame reaction zone ( x � 0.0505
cm to 0.0515 cm). Profiles of the other intermediates
and products–HO2, H2O2, and H2O–also show sim-
ilar localized increases of total uncertainty.

Fig. 5 highlights the four largest first-order modes
of YOH from the spectral decomposition. It is clear
that Rn.5 dominates the accumulation of uncertainty
within the primary flame. In this case, u7 is an order-
of-magnitude smaller (�0.0002) over all x. The se-
lected modes show how changes in kf, j control the
shape of the mass fraction profile of OH. The change

Fig. 3. Spectral decomposition of OH concentration profile
for 0-D integration, showing the PC coefficients for first-
order modes 9 through 13 in units of concentration. These
modes represent the first-order contribution to the total
uncertainty from uncertainty in the enthalpies of formation.

Fig. 4. Profile of OH mass fraction vs. position in the 1-D
premixed supercritical-water flame, with � bounds calcu-
lated directly from the PC expansion.

Fig. 5. Spectral decomposition of the OH mass fraction in
the 1-D flame, showing the PC coefficients that represent
the first-order contribution to the total uncertainty from
uncertainty in the forward reaction rates for reactions 1, 5,
6, and 8.
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in the sign of u1, u5, and u8 near x � 0.051 cm
corresponds to the inflection point in the YOH( x)
profile, and highlights the effect of variation in the
respective reaction rates on the local slope of the OH
profile. Further, the modes describe where, and to
what degree, a specific parameter contributes to the
total uncertainty in YOH. Reaction flux analysis (not
shown) indicates that Rn.7 dominates OH production
in this flame, with a smaller contribution by Rn.5 (net
rate in the reverse direction). On the other hand, Rn.2
is the main OH consumer, with lesser contributions
by Rns. 1 and 8.

Let us consider the significance of the variation in
u5 in the figure, corresponding to the effect of
changes in the pre-exponential Arrhenius term A5.
Comparison of flame structure between the mean and
higher values of A5 indicates that the slope of the OH
profile increases for realizations using larger values
of A5. The change in the sign of u5 is a reflection of
the difference between the mean OH profile and the
higher-slope OH profile. The increase in slope is
driven by an increase in the net OH production and
consumption rates (not shown), as a result of changes
in the rates of all the OH reactions towards higher
production/consumption. In particular, Rn.5 is found
to have a larger net reverse rate at the higher A5,
again reflecting the coupling of changes in all species
and temperature associated with the potential varia-
tion in A5. Here again, we note the significance of a
relatively minor production/consumption channel on
the overall uncertainty in the predicted species con-
centration profile despite a comparatively low UF.

Fig. 6 describes the first-order dependence of YOH

on the enthalpies of formation. Here, �Hf,OH
o shows

the greatest significance, with lesser contributions to
the overall uncertainty in OH by the enthalpies of
formation of H2O, HO2, and H2O2. As with the 0-D

analysis, the �Hf, j
o dependencies reflect the roles of

the enthalpies of formation in the reaction equilibria,
indicating the net sensitivity of the reaction network
to particular thermodynamic parameters, the impor-
tance of each parameter in uncertainty propagation,
and the contribution each enthalpic uncertainty
makes to the total uncertainty. All second-order
modes were again an order of magnitude smaller, and
are not shown.

The analysis is repeated for the H2O2 intermediate
in Figs. 7–9. For this intermediate, in Fig. 7 we see
that the uncertainty in the H2O2 mass fraction varies
greatly with position, with a maximum uncertainty
inside the 1-D flame from x � 0.0500 cm to 0.0505
cm, little uncertainty near x � 0.05075 cm, and a
small, slowly increasing, and eventually constant de-
gree of uncertainty downstream. Tracking the indi-
vidual realizations of YH2O2

, we find that, for any set
of parameters, the mass fraction passes near zero near
x � 0.05075 cm, resulting in minimum total uncer-
tainty at that point. This uncertainty minimum sepa-
rates two distinct flame regions, such that the rela-
tively small uncertainty in the post-flame H2O2 mass
fraction is effectively independent of the larger un-
certainty in the primary flame region. Note specifi-
cally the large uncertainty in H2O2 mass fraction
within the primary flame, where the standard devia-
tion is larger than the mean. The large range of values
of YH2O2

spanned by the data suggests that the re-
duced chemical model may lack robustness for pre-
dicting this species, given existing uncertainties in
chemical and thermodynamic parameters. Reducing
the parametric uncertainty in the reaction rates, par-
ticularly Rn.5, would reduce the total accumulation
of uncertainty in YH2O2

and enhance the robustness of
the model.

In order to identify the causes behind this ob-

Fig. 6. Spectral decomposition of the OH mass fraction in
the 1-D flame, showing the PC coefficients that represent
the first-order contribution to the total uncertainty for un-
certainty in the enthalpies of formation.

Fig. 7. Profile of H2O2 mass fraction vs. position in the 1-D
premixed supercritical-water flame, with � bounds calcu-
lated directly from the PC expansion.
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served uncertainty in YH2O2
, we plot the associated

first-order spectral modes in Fig. 8. Here, u5 again
dominates, reaching twice the magnitude of u7 or u8.
The decay of all spectral modes to near zero in the
vicinity of x � 0.05075 cm reflects the above ob-
served minimum in uncertainty at this location. Note
that the main production and consumption zones of
H2O2 in the deterministic/unperturbed flame are to
the left of the minimum at x � 0.05075 cm, with
Rns. 4 and 5 being the dominant production channels,
and Rn.7 the dominant consumption channel. The
effect of A5-uncertainty can again be studied by com-
paring the flame structure at the mean and high A5

values. Increasing A5 leads to an increase in both
production and consumption peaks of H2O2 (not
shown). These are driven by changes in all reaction
rates of progress resulting from the change in A5 and
associated change in species concentration and tem-
perature. Particularly significant increases in the pro-
duction rate of H2O2 at x � 0.05075 are due to Rns.
4 and 5 (Rn.5 again going in a net reverse direction).
A significant increase in consumption of H2O2 in this
region is due to an increase in the net reverse rate of
Rn.7. All of these changes are driven by the increase
in A5 and the associated changes in flame structure.
The net result is an increased peak value and smaller
width of the YH2O2

profile–hence larger slopes that, as
with OH, create the associated signature observed in
the u5 profile in Fig. 8. Note that u5 is also the
significant source of H2O2 uncertainty downstream,
as seen in Fig. 8.

The first-order enthalpy-of-formation spectral
modes of YH2O2

are shown in Fig. 9. Uncertainty in
the enthalpy of formation of OH is again significant,
as well as that of HO2. On the other hand, these
amplitudes are small compared to those resulting

from the uncertainties in rate constants, in Fig. 8, and
therefore have lesser impact on the robustness of the
chemical model.

A similar analysis performed for other species
reveals that A5 and �Hf,OH

o are the dominant param-
eters for all species mass fraction profiles in this
mechanism. Clearly, a reduction of the experimental
uncertainty in both of these quantities (as well as in
�Hf,HO2

o ) will have a large impact towards improving
robustness of the chemical SCWO model and in-
creasing confidence in model predictions.

One feature that can be discerned through a spec-
tral analysis of uncertainty is not only to what degree,
but where and when do particular parametric uncer-
tainties manifest themselves. In Figs. 2 and 3 and in
Figs. 5 and 6, we see that a parameter’s contribution
to total uncertainty can vary with time or flame po-
sition and that different parameters propagate uncer-
tainty in different chemical regimes. In Fig. 8 and
Fig. 9, it is difficult to discern the relative importance
of the modes due to the large changes in mode
strength associated with YH2O2

. To better clarify this
behavior, Fig. 10 separates the chemical and thermo-
dynamic effects of uncertainty propagation into YOH

in terms of contribution to the standard deviation.
Shown are the partial standard deviations computed
directly from selected first-order modes of the PC
expansion using Eq. 17. The uncertainty contributed
through chemical reaction pre-exponential uncertain-
ties can be seen in the shaded curves, with combina-
tions of Rns. 1 and 6, Rns. 1, 6, and 8, and Rns. 1, 6,
8, and 5 highlighted. The dotted line gives the total
contribution due to all 1st-order modes, chemical and
thermodynamic. It is clear that chemical uncertainties
dominate propagation in the flame front, while the
remaining thermodynamic parameters become in-
creasingly important in the products side of the flame

Fig. 8. Spectral decomposition of the H2O2 mass fraction in
the 1-D flame, highlighting the PC coefficients that repre-
sent the first-order contribution to the total uncertainty from
uncertainty in the forward reaction rates for reactions 5, 6,
7, and 8.

Fig. 9. Spectral decomposition of the H2O2 mass fraction in
the 1-D flame, highlighting the PC coefficients that repre-
sent the first-order contribution to the total uncertainty from
uncertainty in the enthalpies of formation.
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as the products approach equilibrium downstream of
the flame. The enthalpy-propagated uncertainty
reaches a constant value, while the chemistry-propa-
gated uncertainty slowly decreases in relative impor-
tance several centimeters downstream from the
flame.

4. Conclusions

A generalized, non-intrusive spectral projection
scheme has been implemented to propagate paramet-
ric uncertainty in reacting-flow simulations. Com-
pared to global Monte Carlo estimation of total un-
certainty, spectral methods quantify the source of the
uncertainty, the propagation of uncertainty through
the model, and the sensitivity of model outputs to
specific parameters.

For homogeneous ignition chemistry, NISP pro-
vides sensitivity information that is consistent with
previous work. Quantification of spectral modes adds
an additional level of understanding, identifying the
significance of individual uncertain parameters and
determining where within the evolution of the system
each parameter has influence. Extending the analysis
to a simple 1-D problem allows the analysis of un-
certainty propagation in different regions of a pre-
mixed flame, identifying relationships between pa-
rameters, specific flame features, and the total
propagation of uncertainty.

The consequences of such an analysis are signif-
icant. The dramatic amplification of parametric un-
certainty within a particular chemical model may call
into question the robustness of the model. Further,
highlighting the parameters primarily responsible for

the large uncertainty in model outputs is a valuable
indicator of where additional experimental measure-
ments may best be targeted. In the particular SCWO
system at hand, parameters that merit further mea-
surements are the rate of Rn.5 and the enthalpies of
formation of OH and HO2, as well as the rates of Rns.
7 and 8. Better estimates of these parameters should
improve the overall ability of the model to represent
the system being studied.

In comparison to the DEMM and SRSM method
used before, this method provides similar stochastic
information while making fewer assumptions about
the system response. For systems with simple, Gaus-
sian-like responses, convergence should be quick and
efficient. For more complex systems, particularly
chemical systems subject to the positive-concentra-
tion constraint, ci � 0.0, higher-order terms are
likely to be significant for intermediates or during the
early stages of an ignition problem. Unphysical PDFs
(distributions with significant probabilities for nega-
tive concentrations) or non-convergent expansions
(PC coefficients increasing with increasing order)
would indicate that the selected order is not sufficient
to represent the system response.

This analysis is readily extendable to multiple
dimensions and greater numbers of uncertain param-
eters, while preserving the integrity of the realization
engine through the non-intrusive operation of the
method. Further, using the above spectral stochastic
formulation, a Galerkin approach can be used to
derive governing equations for the spectral mode
coefficients directly. This intrusive approach obviates
the need for MC computations at the cost of a refor-
mulation of the governing equations. It offers the
potential advantage of computational savings, as the
resulting system can be easier to compute than a large
number of MC simulations. However, the reformu-
lation of the problem may not be practical for legacy
codes, proprietary codes, one-time analyses, or large-
scale codes that are not required to apply uncertainty
analysis to each application. While outside the scope
of this paper, application of intrusive methods to
non-reacting flow can be found in [12,13], and an
extension to general chemical kinetics is in progress.
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Fig. 10. Standard deviation of OH mass fraction vs. posi-
tion, comparing the cumulative contribution from first-order
dependencies on selected reactions 5, 8, 1, and 6, and the
total first-order contribution from all reaction uncertainties
and all enthalpic uncertainties.
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